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Abstract. This paper analyzes the discrete energy laws associated with
first-order system least-squares (FOSLS) discretizations of time-dependent
partial differential equations (PDEs). Using the heat equation as an ex-
ample, we discuss how accurately a FOSLS finite-element formulation
adheres to the underlying energy law associated with the physical sys-
tem. Using regularity arguments involving the initial condition of the
system, we are able to give bounds on the convergence of the discrete
energy law to its expected value (zero in the examples presented here).
Numerical experiments are performed, showing that the discrete energy
laws hold with order O

(

h2p
)

, where h is the mesh spacing and p is the or-
der of the finite-element space. Thus, the energy law conformance is held
with a higher order than the expected finite-element approximation. Fi-
nally, we introduce an abstract framework for analyzing the energy laws
of general FOSLS discretizations.

1 Introduction

First-order system least squares (FOSLS) is a finite-element methodology that
aims to reformulate a set of partial differential equations as a system of first-order
equations [1,2]. The problem is posed as a minimization of a functional in which
the first-order differential terms appear quadratically, so that the functional
norm is equivalent to a norm meaningful for the given problem. In equations of
elliptic type, this is usually a product H1 norm. Some of the compelling features
of the FOSLS methodology include: self-adjoint discrete equations stemming
from the minimization principle; good operator conditioning stemming from the
use of first-order formulations of the PDE; and finite-element and multigrid
performance that is optimal and uniform in certain parameters (e.g., Reynolds
number for the Navier-Stokes equations), stemming from uniform product-norm
equivalence.

Successful FOSLS formulations have been developed for a variety of appli-
cations [3,4]. One example of a large-scale physical application is in magnetohy-
drodynamics (MHD) [5,6,7]. These numerical methods have led to substantial
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improvements in MHD simulation technology; however, several important esti-
mates remain to be computed and analyzed to confirm their quantitive accuracy.
One of these is the energy of the system. Using an energetic-variational approach
[8,9,10,11], energy laws of the MHD system can be derived that show that the
total energy should decay as a direct result of the dissipation in the system.
Initial computations show that the FOSLS method indeed captures this energy
law, but it remains to be shown why it should.

In this paper, we describe the discrete energy laws associated with FOSLS
discretizations of time-dependent PDEs, such as the heat equation, and show
quantitatively how they are related to the continuous physical law. While we
only show results for a “simple” linear system, the results appear generalizable
to more complicated systems, such as MHD. Getting the correct energy law is
not only important for numerical stability, but it is crucial for capturing the
correct physics, especially if singularities or high contrasts in the solution are
present.

The paper is outlined as follows. In Section 2, we discuss the energy laws
of a given system and describe their discrete analogues. Section 3 analyzes the
energy laws associated with the FOSLS discretizations of the heat equation. We
present numerical simulations in Section 4, and give some concluding remarks
and generalizations in Section 5.

2 Energy Laws

The energetic-variational approach (EVA) [8,9,10,11] of hydrodynamic systems
in complex fluids is based on the second law of thermodynamics and relies on
the fundamental principle that the change in the total energy of a system over
time must equal the total dissipation of the system. This energy principle plays
a crucial role in understanding the interactions and coupling between different
scales or phases in a complex fluid. In general, any set of equations that describe
the system can be derived from the underlying energy laws. The energetic vari-
ational principle is based on the energy dissipation law for the whole coupled
system:

∂Etotal

∂t
= −D, (1)

where Etotal is the total energy of the system, and D is the dissipation.
Simple fluids, where we assume no internal (or elastic) energies, can also be

described in this setting and yield the following energy law:

∂

∂t

(
1

2

∫

Ω

|u|2 dx

)
= −

∫

Ω

ν|∇u|2 dx, (2)

where u represents the fluid velocity and ν is the fluid viscosity, accounting for
the dissipation in the system. Applying the so-called least-action principle results
in the integral equation,

〈
∂u

∂t
+∇p,y

〉
= 〈∇ · ν∇u,y〉 , ∀y ∈ V ,



where we assume an incompressible fluid, ∇ · u = 0, and an appropriate Hilbert
space, V . Here, we use 〈·, ·〉 to denote the L2(Ω) inner product. In strong form,
we obtain the time-dependent Stokes’ equations (assuming appropriate boundary
conditions):

∂u

∂t
+∇p−∇ · ν∇u = 0, (3)

∇ · u = 0. (4)

Note that the energy law can also be derived directly from the PDE itself. First,
we consider the weak form of (3)-(4), multiplying (3) by u and (4) by p and
integrate over Ω. After integration by parts we obtain the following relations:

0 =

〈
∂u

∂t
+∇p−∇ · ν∇u,u

〉
+ 〈∇ · u, p〉

=

〈
∂u

∂t
,u

〉
+ 〈∇p,u〉 − 〈∇ · ν∇u,u〉+ 〈∇ · u, p〉

=
1

2

∂

∂t
〈u,u〉+ 〈∇p,u〉+ 〈ν∇u,∇u〉 − 〈u,∇p〉 .

Here, we have assumed that the boundary conditions are such that the boundary
terms, resulting from the integration by parts, vanish. Hence, we have

1

2

∂

∂t
〈u,u〉 = −〈ν∇u,∇u〉 .

This approach can also be applied to other PDEs, such as the heat equation,
to show similar energy dissipation relations. Let ν be the thermal diffusivity of
the body Ω, and u its temperature. Then the PDE describing the temperature
distribution in Ω is as follows,

∂u

∂t
−∇ · ν∇u = 0, on Ω, u = 0, on ∂Ω. (5)

As before, we multiply (5) by u and integrate over Ω to obtain that

0 =

〈
∂u

∂t
−∇ · ν∇u, u

〉
=

〈
∂u

∂t
, u

〉
− 〈∇ · ν∇u, u〉

=
1

2

∂

∂t
〈u, u〉+ 〈ν∇u,∇u〉

Hence,
1

2

∂

∂t
〈u, u〉 = −〈ν∇u,∇u〉 ,

which is the scalar version of (2).
For the remainder of the paper, we analyze the scalar version of (2), specifi-

cally how closely the FOSLS method can approximate the energy law discretely.
We consider the scalar (heat equation) version only in the numerical results, as
the form of the energy law for the vector version (Stokes’ equation) is identical.
First, we discuss how moving to a finite-dimensional space affects the energy
law.



3 Heat Equation

We consider the heat equation, assuming a constant diffusion coefficient ν = 1
for simplicity, homogeneous Dirichlet boundary conditions, and a given initial
condition:

∂u(x, t)

∂t
= ∆u(x, t) ∀x ∈ Ω, ∀t > 0 (6)

u(x, t) = 0 ∀x ∈ ∂Ω, ∀t ≥ 0 (7)

u(x, 0) = u0(x) ∀x ∈ Ω̄. (8)

To discretize the problem in time, we consider a symplectic, or energy-conserving,
time-stepping scheme such as Crank-Nicolson. Given a time step size, τ , and time
tn = τn, we approximate un = u(x, tn) with the following semi-discrete version
of (6),

un+1 − un

τ
=

∆un+1 +∆un

2

To simplify the calculations later, we introduce an intermediate approxima-
tion, un+ 1

2
, and re-write the semi-discrete problem as

un+ 1
2
− un(

τ
2

) = ∆un+ 1
2

un+ 1
2
(x) = 0 ∀x ∈ ∂Ω, n = 0, 1, 2, . . .

un+1 = 2un+ 1
2
− un

(9)

Remark 1. To obtain the semi-discrete energy law for (9), we perform a similar
procedure as done in Section 2, where we multiply the first equation in (9) by
un+ 1

2
and integrate over the domain. After some simple calculations, we obtain

the corresponding energy law, using L2−norm notation:

||un+1||
2 − ||un||

2

2τ
= −||∇un+ 1

2
||2 (10)

To use the FOSLS method, we now put the operator into a first-order system.
Since we have reduced the problem to a reaction-diffusion type problem, we
introduce a new vector V = ∇u, and use the H1-elliptic equivalent system [1,2]:

Lτ

(
un+ 1

2

Vn+ 1
2

)
=



−∇ · Vn+ 1

2
+ 2

τ
un+ 1

2

Vn+ 1
2
−∇un+ 1

2

∇× Vn+ 1
2


 =




2
τ
un

0

0


 . (11)

Note that Dirichlet boundary condition on the continuous solution, u, gives rise
to tangential boundary conditions on V, V × n = 0, where n is the normal
vector to the boundary.



Next, we consider a finite-dimensional subspace of a product H1 space, Vh,
and perform the FOSLS minimization of (11) over Vh:

(
uh
n+ 1

2

,V h
n+ 1

2

)
= argmin

(u,V )∈Vh

∥∥∥∥∥∥
Lτ

(
u
V

)
−




2
τ
uh
n

0

0





∥∥∥∥∥∥
,

uh
n+1 = 2uh

n+ 1
2

− uh
n.

For each n, the above minimization results in the following weak set of equations:

〈
Lτ

(
uh
n+ 1

2

V h
n+ 1

2

)
−




2
τ
uh
n

0

0



 , Lτφ
h

〉
= 0 ∀φh ∈ Vh, (12)

where the inner products and norms are all in L2 (scalar or vector, depending
on context), unless otherwise noted.

Note, that with the introduction ofV, the discrete form of the FOSLS energy
law can now be written,

||uh
n+1||

2 − ||uh
n||

2

2τ
− ||Vh

n+ 1
2

||2 → 0, as h → 0. (13)

The goal of the remainder of this Section is to show how well this energy law is
satisfied. To do so, we make use of the following assumption.

Assumption 1. Assume that the initial condition is smooth enough and the
projection onto the finite-element space has the following property,

∥∥u0 − uh
0

∥∥
H1 ≤ Chp ‖u0‖Hp+1 ,

where p is the order of the finite-element space being considered.

Then, using standard regularity estimates we obtain the following Lemma.

Lemma 1. Let {ui}i=0,1,... be a sequence of semi-discrete solutions to (9). Then,
for any successive time steps, there exists a constant C > 0, such that

‖un+1‖Hp ≤ C ‖un‖Hp

A consequence of this regularity estimate is a bound on the error in the approx-
imation.

Lemma 2. Let f ∈ Hp ∩H1
0 and let the pair

(
uh,V h

)
∈ Vh solve

(
uh

V h

)
= argmin

(u,V )∈Vh

∥∥∥∥∥∥
Lτ

(
u
V

)
−




2
τ
f
0

0





∥∥∥∥∥∥

2

.



Let û be the exact solution of the corresponding PDE, i.e.,

−∆û+
2

τ
û =

2

τ
f in ∂Ω,

û = 0 on ∂Ω.

Then,
∥∥uh − û

∥∥
H1 ≤

Chp

τ
‖f‖Hp−1 ,

where the constant C may also depend on τ .

Proof. For a fixed τ , the PDE is a reaction-diffusion equation. Therefore, stan-
dard results from the FOSLS discretization of reaction-diffusion can be used
[1,2].

Next, we make the following observation, which follows from the well-posedness
of the FOSLS formulation [1,2].

Lemma 3. Let (u1,V1) ∈ Vh and (u2,V2) ∈ Vh be two solutions to the following
FOSLS weak forms with different right-hand sides,

〈
Lτ

(
u1

V1

)
− F1, Lτφ

h

〉
= 0,

〈
Lτ

(
u2

V2

)
− F2, Lτφ

h

〉
= 0 ∀φh ∈ V .

Then,
‖u1 − u2‖H1 + ‖V1 − V2‖H1 ≤ C ‖F1 − F2‖ .

This, then, yields the following result.

Lemma 4. Given the solution to the semi-discrete equation, (9), and the fully
discrete solution, we can bound the error in the L2 norm:

∥∥∥uh
n+ 1

2

− un+ 1
2

∥∥∥ ≤
C1

τ
hp ‖un‖Hp + C2

∥∥uh
n − un

∥∥ . (14)

Proof. Let ũh
n+ 1

2

be the scalar part of the FOSLS solution
(
ũh
n+ 1

2

, Ṽ h
n+ 1

2

)
of

−∆u +
2

τ
u =

2

τ
un, in Ω, u = 0 on ∂Ω, (15)

where the exact semi-discrete solution un, at the previous time step, is used in
the right-hand side. By the triangle inequality,

∥∥∥uh
n+ 1

2

− un+ 1
2

∥∥∥ ≤
∥∥∥uh

n+ 1
2

− ũh
n+ 1

2

∥∥∥+
∥∥∥ũh

n+ 1
2

− un+ 1
2

∥∥∥ . (16)

By Lemma 3, we have

∥∥∥uh
n+ 1

2

− ũh
n+ 1

2

∥∥∥ ≤
∥∥∥uh

n+ 1
2

− ũh
n+ 1

2

∥∥∥
H1

+
∥∥∥V h

n+ 1
2

− Ṽ h
n+ 1

2

∥∥∥
H1

≤ C2

∥∥uh
n − un

∥∥
(17)



(where constant C2 may depend on τ). The functions ũh
n+ 1

2

and un+ 1
2
are, re-

spectively, FOSLS and exact solutions of the same boundary value problem (15).
Hence, from Lemma 2, we have

∥∥∥ũh
n+ 1

2

− un+ 1
2

∥∥∥ ≤
C

τ
hp ‖un‖Hp−1 ≤

C

τ
hp ‖un‖Hp (18)

Combining (16), (17) and (18), we obtain (14).

Finally, we have the following result on the approximation of the exact energy
law (13).

Theorem 1. Let

(
uh
n

Vh
n

)
be the solution to the FOSLS system, (12), at time

step n (with uh
n+ 1

2

and V h
n+ 1

2

defined as before). There exists C > 0 such that

∣∣∣∣
‖uh

n+1‖
2 − ‖uh

n‖
2

2τ
+ ‖Vh

n+ 1
2

‖2
∣∣∣∣ ≤ C

2

τ

∥∥uh
n − un

∥∥ min
φh∈Vh

∥∥∥∥∥∥∥



uh
n+ 1

2

V h
n+ 1

2

0


− Lτφ

h

∥∥∥∥∥∥∥
.

Proof. To simplify the notation, define the energy law we wish to bound as,

Eh
n :=

‖uh
n+1‖

2 − ‖uh
n‖

2

2τ
+ ‖Vh

n+ 1
2

‖2.

Note that

1

2

∥∥uh
n+1

∥∥2 −
∥∥uh

n

∥∥2

τ
=

〈
uh
n+1 − uh

n

τ
, uh

n+ 1
2

〉
=

〈
uh
n+ 1

2

− uh
n

τ
2

, uh
n+ 1

2

〉
,

and ∥∥∥V h
n+ 1

2

∥∥∥
2

=
〈
−∇ · V h

n+ 1
2

, uh
n+ 1

2

〉
+
〈
V h
n+ 1

2

−∇uh
n+ 1

2

,V h
n+ 1

2

〉
,

where the latter equation is obtained by integration by parts, continuity of the
spaces, and appropriate boundary conditions. Thus,

Eh
n =

〈
−∇ · V h

n+ 1
2

+
uh
n+ 1

2

− uh
n

τ
2

, uh
n+ 1

2

〉
+
〈
V h
n+ 1

2

−∇uh
n+ 1

2

,V h
n+ 1

2

〉

=

〈
Lτ

(
uh
n+ 1

2

V h
n+ 1

2

)
−




2
τ
uh
n

0

0


 ,



uh
n+ 1

2

V h
n+ 1

2

0



〉
.

Using (12), for any φh ∈ Vh,

Eh
n =

〈
Lτ

(
uh
n+ 1

2

V h
n+ 1

2

)
−




2
τ
uh
n

0

0



 ,



uh
n+ 1

2

V h
n+ 1

2

0


− Lτφ

h

〉
.



Next, consider adding and subtracting the solutions to the semi-discrete,
(11), and fully discrete, (12), FOSLS system from the previous time step,

Eh
n =

〈
Lτ

(
uh
n+ 1

2

V h
n+ 1

2

)
−




2
τ
uh
n

0

0


+

2

τ



uh
n − un

0

0


 ,



uh
n+ 1

2

V h
n+ 1

2

0


 − Lτφ

h

〉

−
2

τ

〈

uh
n − un

0

0


 ,



uh
n+ 1

2

V h
n+ 1

2

0


− Lτφ

h

〉

=

〈
Lτ

(
uh
n+ 1

2

V h
n+ 1

2

)
−

2

τ



un

0

0


 ,



uh
n+ 1

2

V h
n+ 1

2

0


− Lτφ

h

〉
−
2

τ

〈

uh
n − un

0

0


 ,



uh
n+ 1

2

V h
n+ 1

2

0


− Lτφ

h

〉

≤

∥∥∥∥∥∥
Lτ

(
uh
n+ 1

2

V h
n+ 1

2

)
−

2

τ



un

0

0




∥∥∥∥∥∥
Mh

n +
2

τ
Mh

n

∥∥uh
n − un

∥∥ ,

where we have defined Mh
n := min

φh∈Vh

∥∥∥∥∥∥∥



uh
n+ 1

2

V h
n+ 1

2

0


− Lτφ

h

∥∥∥∥∥∥∥
. Then, adding and

subtracting Lτ

(
un+ 1

2

Vn+ 1
2

)
yields

Eh
n ≤

∥∥∥∥∥∥
Lτ

(
uh
n+ 1

2

− un+ 1
2

V h
n+ 1

2

− Vn+ 1
2

)
+
✘
✘
✘
✘
✘
✘
✘
✘
✘
✘
✘✿

0

Lτ

(
un+ 1

2

Vn+ 1
2

)
−

2

τ




un

0

0





∥∥∥∥∥∥
Mh

n+
2

τ
Mh

n

∥∥uh
n − un

∥∥ .

Using the continuity of Lτ , followed by Lemma 3, gives

|Eh
n | ≤ CMh

n

∥∥∥∥∥

(
uh
n+ 1

2

− un+ 1
2

V h
n+ 1

2

− Vn+ 1
2

)∥∥∥∥∥
H1

+
2

τ
Mh

n

∥∥uh
n − un

∥∥

≤ C
2

τ
Mh

n

∥∥uh
n − un

∥∥+ 2

τ
Mh

n

∥∥uh
n − un

∥∥ .

Combining the two terms completes the proof.

To provide a better bound for the FOSLS energy law (13), we introduce a mea-
sure for the truncation error defined as

δn = max
v∈Hp+1(Ω)

1

‖v‖Hp+1

min
φh∈Vh

∥∥∥∥∥∥∥



uh
n+ 1

2

(v)

V h
n+ 1

2

(v)

0


 − Lφh

∥∥∥∥∥∥∥
, (19)

where uh
n+ 1

2

(v) and V h
n+ 1

2

(v) are the corresponding solutions to the fully discrete

problem with u0 = v as the initial condition.



Corollary 1. Using the same assumptions as Theorem 1 and Assumption 1,
∣∣∣∣
‖uh

n+1‖
2 − ‖uh

n‖
2

2τ
+ ‖Vh

n+ 1
2

‖2
∣∣∣∣ ≤

Cδ

τ
hp‖u0‖

2
Hp+1 , δ = max

n
δn. (20)

Proof. Using the definitions of uh
n+ 1

2

and un+ 1
2
, the triangle inequality, and

Lemma 4,

‖uh
n+1 − un+1‖ ≤ 2‖uh

n+1
2

− un+ 1
2
‖+ ‖uh

n − un‖

≤
2

τ
C1h

p‖un‖Hp + (C2 + 1) ‖uh
n − un‖.

An induction argument then gives

‖uh
n − un‖ ≤

2

τ
C1h

p

n∑

j=1

(C2 + 1)j−1 ‖un−j‖Hp + (C2 + 1)n ‖uh
0 − u0‖.

With Assumption 1,

‖uh
n − un‖ ≤

2

τ
C1h

p

n∑

j=1

(C2 + 1)
j−1

‖un−j‖Hp + (C2 + 1)
n
‖u0‖Hp+1 .

Using some regularity arguments for each ui, we get,

‖uh
n − un‖ ≤ C(n)hp‖u0‖Hp+1 .

Then, with the definition of δ and the result from Theorem 1, the proof is
complete.

We note that the bound in Corollary 1 is a rather pessimistic one. At a
fixed time, t, we expect the quality of both the fully discrete and semi-discrete
approximations to the true solution to improve as τ → 0 and more time-steps
are used to reach time t; thus, ‖uh

n − un‖ should decrease as τ → 0 for n = t/τ .
Furthermore, for the unforced heat equation, we expect both uh

n and un to
decrease in magnitude with n, but this is not accounted for in the bound in
Corollary 1. The bound above worsens with smaller τ and bigger n, showing
the limitations of bounding ‖uh

n − un‖ by terms depending only on u0 and the
finite-element space.

Remark 2. As shown in the numerical experiments, Section 4, the constant δ
defined in (19) is of order hp for a smooth solution. This indicates that the
energy law (13) holds with order O

(
h2p
)
. While the theoretical justification

of such statement may be plausible, it is non trivial as the discrete quantities
involved in the definition of δ do not possess enough regularity (they are just
finite-element functions, only in H1).

Remark 3. The FOSLS discretization of the Stokes’ equations [12,13,14] can be
formed in a similar fashion as is done for the heat equation, and the energy law is
identical to (13) in vector form. Thus, all the above theory still holds subject to
enough regularity of the solution to the time-dependent Stokes’ equations [15,16]
and a suitable generalization of the definition of δ.



4 Numerical Experiments

For the numerical results presented here, we use a C++ implementation of the
FOSLS algorithm, using the modular finite-element library MFEM [17] for man-
aging the discretization, mesh, and timestepping. The linear systems are solved
by direct method using the UMFPACK package [18].

Consider the heat equation, (6), and its discrete FOSLS formulation, (12),
on a triangulation of Ω = (0, 1) × (0, 1). The data is chosen so that the true

solution is u(x, y, t) = sin(πx) sin(πy)e−2π2t. Note that this solution satisfies the
boundary conditions and other assumptions discussed above.
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Fig. 1: Energy law error, (13), vs. number of mesh refinements, ℓ (h = 1
2ℓ
), for

the FOSLS discretization of the heat equation, (12), using various orders of the
finite-element space (p = 1 - linears; p = 2 - quadratics; and p = 3 - cubics).
One time step is performed with τ = 0.005.

Figure 1 displays the convergence of the energy law to zero as the mesh is
refined for a fixed time step. The convergence is O

(
h2p
)
, where p is the order of

the finite-element space being considered, confirming Theorem 1. It also suggests
that the constant δ is O (hp), as is remarked above.

Figure 2 indicates how the timestepping affects the convergence of the energy
law. As discussed above, taking more time steps decreases the error in the energy
law, showing that we can improve the results on the bound, ‖un − uh

n‖. On the
other hand, if only one time step is taken, the convergence slightly worsens for
small τ , which is consistent with the constants found in Theorem 1 and Corollary
1.
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Fig. 2: Energy law error, (13), vs. (a) number of time steps, n (with fixed
τ = 0.005), and (b) time step size, τ , for the FOSLS discretization of the heat
equation, (12), using various orders of the finite-element space (p = 1 - linears;
p = 2 - quadratics; and p = 3 - cubics). Mesh spacing is h = 1
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5 Discussion: General Discrete Energy Laws

The above results show that FOSLS discretization of a specific PDE yields
higher-order approximation of their underlying energy laws. In this section, we
give a more general result, which suggests ideas for extending this theory for
other discrete energy laws using FOSLS discretizations.

5.1 FOSLS Discrete Energy Laws

As encountered earlier, an energy law is an integral relation of the form:

〈Lu, u〉 = 0, for u(x, 0) = u0(x), (21)

where L : Ṽ → Ṽ is a linear operator (that involves boundary conditions), Ṽ is

a function space, and u ∈ Ṽ is the solution to

Lu = 0, u(x, 0) = u0, for example: L = ∂t −∆. (22)

To match the time-dependent problems considered in earlier sections, Ṽ cor-
responds to a computational domain that involves both space and time, or as is
often dubbed, a “space-time” domain: Ω̃ = Ω× [0, T ]. Further, we define a finite-

dimensional space, Ṽh on Ω̃ corresponding to a triangulation of this space-time
domain, as well as a “stationary” finite-dimensional space, Vh, for t = 0. Re-
garding such space-time discrete spaces and the related constructions, we refer
the reader to the classical works by Johnson et al. [19,20], to [21] for space-time
least squares formulations, and to [22] for space-time iso-geometric analysis and
a comprehensive literature review.



To present the FOSLS discretization in an abstract setting, we define an
extension of u0 to the whole of Ω̃. Without loss of generality, we assume that
the initial condition is a piecewise polynomial and, more precisely, u0 ∈ Vh.
Hence, we define the extension wh ∈ Ṽh of u0 so that wh(x, 0) = u0(x). This
gives a non-homogenous problem with zero initial guess, which is equivalent to
(22). Its weak form is: Find u ∈ Ṽ such that for all v ∈ Ṽo there holds

u = ϕ+ wh, where 〈Lϕ, v〉 = −〈Lwh, v〉 , (23)

Here, the space, Ṽo, is the subspace of Ṽ of functions with vanishing trace at t = 0
(zero initial condition). In a typical FOSLS setting, for the heat equation, u is a
vector-valued function and the extension wh needs to be modified accordingly.
We then have the following space-time FOSLS discrete problem: Find uh ∈ Ṽh

such that for all vh ∈ Ṽh,o there holds

uh = wh + ϕh, where, 〈Lϕh,Lvh〉 = −〈Lwh,Lvh〉 . (24)

Restricting Ṽ to a finite-element space-time space, Ṽh ⊂ Ṽ , results in a
restriction of L on Ṽh, which is often called the “discrete operator”.

In the following, we keep 〈Lu, u〉 in all estimates allowing for a non-homogenous
right-hand side in (21). We now estimate the error in the energy law, namely
the difference 〈Lu, u〉 − 〈Luh, uh〉.

Theorem 2. If uh ∈ Ṽh is the FOSLS solution of (24). Then, the following
estimate holds:

| 〈Lu, u〉 − 〈Luh, uh〉 | ≤ Chp‖u‖Hp+1 . (25)

Proof. For the left side of (25) we have

〈Lu, u〉 − 〈Luh, uh〉 = 〈Lu, u〉 − 〈Lu, uh〉+ 〈L(u − uh), uh〉

= 〈Lu, u− uh〉+ 〈L(u − uh), uh〉 .

Using the continuity of L and the standard error estimates for the FOSLS dis-
cretization,

| 〈Lu, u〉 − 〈Luh, uh〉 | ≤ | 〈Lu, u− uh〉 |+ | 〈L(u − uh), uh〉 |

≤ C‖u− uh‖H1 (‖u‖H1 + ‖uh‖H1)

≤ Chp‖u‖Hp+1 .

This concludes the proof.

5.2 Exact Discrete Energy Law

Next, we provide a necessary and sufficient condition for the FOSLS discretiza-
tion to exactly satisfy an energy law, namely conditions under which we have
〈Luh, uh〉 = 〈Lu, u〉. Recall the assumption that u0 ∈ Vh. Consider two stan-

dard projections on the finite-element space, Ṽh,o: (1) the Galerkin projection



Πh : Ṽ 7→ Ṽh,o; and (2) the L2(Ω̃)-orthogonal projection, Qh : L2(Ω̃) 7→ Ṽh,o.
These operators are defined in a standard fashion:

〈LΠhu, vh〉 := 〈Lu, vh〉 , for all vh ∈ Ṽh,o and u ∈ Ṽ ,

〈Qhu, vh〉 := 〈u, vh〉 , for all vh ∈ Ṽh,o and u ∈ L2(Ω̃).

Consider a well-known identity (see for example [23] for the case of symmetric
L) relating Πh and Qh, which is used in the later proof of Theorem 3.

Lemma 5. The projections Qh and Πh satisfy the relation

LhΠh = QhL, (26)

where Lh : Ṽh 7→ Ṽh is the restriction of L on Ṽh, namely,

〈Lhvh, wh〉 = 〈Lvh, wh〉 , for all vh, wh ∈ Ṽh.

Proof. The result easily follows from the definitions of Qh, Πh, Lh, and the fact
that LhΠhv ∈ Ṽh. For v ∈ Ṽ , and w ∈ Ṽ we have

〈LhΠhv, w〉 = 〈LhΠhv,Qhw〉 = 〈LΠhv,Qhw〉

= 〈Lv,Qhw〉 = 〈QhLv,Qhw〉 = 〈QhLv, w〉 .

This completes the proof.

Note that we use Qhχh = Πhχh = χh for all χh ∈ Ṽh,o. In general, such an

identity is not true for χh ∈ Ṽh. However, we can relate the solution to (24) to a
discrete analogue of the energy law (21) using Lemma 5. Further, notice that the

FOSLS solution, uh, satisfies 〈Luh,Lχh〉 = 0 only for χh ∈ Ṽh,o corresponding to
a zero initial guess. Thus, it is not obvious how to estimate 〈Luh, uh〉− 〈Lu, u〉.

Theorem 3. The solution uh of (24) satisfies the discrete energy law 〈Luh, uh〉 =

〈Lu, u〉 if and only if there exists a wh ∈ Ṽh satisfying the initial condition
wh(x, 0) = u0(x) and if 〈Luh, wh〉 = 〈Lu, u〉.

Proof. Let wh ∈ Ṽh be any extension of u0 ∈ Vh in Ω̃, that is, wh satisfies
the initial condition. The following relations follow directly from the definitions
given earlier, Equation (24), and Lemma 5.

〈Luh, uh〉 =

〈
Luh, (uh − wh)︸ ︷︷ ︸

∈Ṽh,o

〉
+ 〈Luh, wh〉

= 〈Luh, Qh(uh − wh)〉+ 〈Luh, wh〉

=
〈
Luh, QhLL

−1(uh − wh)
〉
+ 〈Luh, wh〉

=

〈
Luh,LΠhL

−1(uh − wh)︸ ︷︷ ︸
vh∈Ṽh,o

〉
+ 〈Luh, wh〉 = 〈Luh, wh〉 .



In the last identity, we use the fact that vh = ΠhL
−1(uh − wh) is an element

of Ṽh,o and the first term on the right side vanishes (by Equation (24)). As a
result, we have

〈Lu, u〉 − 〈Luh, uh〉 = 〈Lu, u〉 − 〈Luh, wh〉 .

which gives the desired necessary and sufficient condition.

From the proof, we immediately obtain the following relation,

| 〈Lu, u〉 − 〈Luh, uh〉 | = inf
wh

{| 〈Lu, u〉 − 〈Luh, wh〉 |, wh(·, 0) = u0} . (27)

In addition to the estimate in Theorem 2, it is plausible that one can use
the right side of (27) to obtain a sharper result. While this is beyond the scope
of this paper, some comments are in order. The difficulties associated with each
particular case in hand (heat equation, etc.) amount to estimating the quantity
on the right side of (27) and such estimates depend on the spaces chosen for
discretization and how well the timestepping approximates the space-time for-
mulation. Sharper estimates on the error in discrete energy law, which uses (27),
can lead to sharper bounds on the constant defined in (19). In this work, we have
shown numerically that this quantity is of order higher than the finite-element
approximation order for a typical transient problem. The rigorous theoretical
justification of such claims are topics of current and future research.

Acknowledgements

The work of J. H. Adler was supported in part by NSF DMS-1216972. I. V. Lashuk
was supported in part by NSF DMS-1216972 (Tufts University) and DMS-
1418843 (Penn State). S. P. MacLachlan was partially supported by an NSERC
Discovery Grant. The research of L. T. Zikatanov was supported in part by NSF
DMS-1720114 and the Department of Mathematics at Tufts University.

References

1. Cai, Z., Lazarov, R., Manteuffel, T.A., McCormick, S.F.: First-order system least
squares for second-order partial differential equations. I. SIAM J. Numer. Anal.
31(6) (1994) 1785–1799

2. Cai, Z., Manteuffel, T.A., McCormick, S.F.: First-order system least squares for
second-order partial differential equations. II. SIAM J. Numer. Anal. 34(2) (1997)
425–454

3. Bochev, P., Gunzburger, M.: Analysis of Least-Squares Finite Element Mehtods
for the Stokes Equations. Mathematics of Computation 63(208) (October 1994)
479–506

4. Bramble, J.H., Kolev, T.V., Pasciak, J.: A Least-Squares Approximation Method
for the Time-Harmonic Maxwell Equations. J. Numer. Math. 13 (2005) 237–263



5. Adler, J.H., Manteuffel, T.A., McCormick, S.F., Nolting, J.W., Ruge, J.W., Tang,
L.: Efficiency based adaptive local refinement for first-order system least-squares
formulations. SIAM J. Sci. Comput. 33(1) (2011) 1–24

6. Adler, J.H., Manteuffel, T.A., McCormick, S.F., Ruge, J.W.: First-order system
least squares for incompressible resistive magnetohydrodynamics. SIAM J. Sci.
Comput. 32(1) (2010) 229–248

7. Adler, J.H., Manteuffel, T.A., McCormick, S.F., Ruge, J.W., Sanders, G.D.: Nested
iteration and first-order system least squares for incompressible, resistive magne-
tohydrodynamics. SIAM J. Sci. Comput. 32(3) (2010) 1506–1526

8. Feng, J., Liu, C., Shen, J., Yue, P.: Modeling of Soft Matter. In: A energetic vari-
ational formulation with phase field methods for interfacial dynamics of complex
fluids: advantages and challenges. Volume IMA 141. Springer (2005) 1–26

9. Gelfand, I.M., Fomin, S.V.: Calculus of variations. Revised English edition trans-
lated and edited by Richard A. Silverman. Prentice-Hall Inc., Englewood Cliffs,
N.J. (1963)

10. Girault, V., Raviart, P.A.: Finite element approximation of the Navier-Stokes
equations. Volume 749 of Lecture Notes in Mathematics. Springer-Verlag, Berlin
(1979)

11. Hyon, Y., Kwak, D.Y., Liu, C.: Energetic variational approach in complex fluids:
maximum dissipation principle. Discrete Contin. Dyn. Syst. 26(4) (2010) 1291–
1304

12. Bochev, P., Cai, Z., Manteuffel, T.A., McCormick, S.F.: Analysis of velocity-flux
first-order system least-squares principles for the Navier-Stokes equations. I. SIAM
J. Numer. Anal. 35(3) (1998) 990–1009

13. Bochev, P., Manteuffel, T.A., McCormick, S.F.: Analysis of velocity-flux least-
squares principles for the Navier-Stokes equations. II. SIAM J. Numer. Anal.
36(4) (1999) 1125–1144 (electronic)

14. Heys, J.J., Lee, E., Manteuffel, T.A., McCormick, S.F.: An alternative least-squares
formulation of the Navier-Stokes equations with improved mass conservation. J.
Comput. Phys. 226(1) (2007) 994–1006

15. Solonnikov, V.A.: Estimates for solutions of a non-stationary linearized system of
Navier-Stokes equations. Trudy Mat. Inst. Steklov. 70 (1964) 213–317

16. Solonnikov, V.A.: On boundary value problems for linear parabolic systems of
differential equations of general form. Trudy Mat. Inst. Steklov. 83 (1965) 3–163

17. MFEM: Modular finite element methods library. http://mfem.org (2016)
18. Davis, T.A.: Algorithm 832: Umfpack v4.3—an unsymmetric-pattern multifrontal

method. ACM Trans. Math. Softw. 30(2) (June 2004) 196–199
19. Johnson, C.: Numerical solution of partial differential equations by the finite ele-

ment method. Dover Publications, Inc., Mineola, NY (2009) Reprint of the 1987
edition.
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